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Abstract: this article analyzes the game of Go that has long been considered the most difficult of the classic computer
games because of its huge space of possible positions, as well as the difficulty of evaluating them. The breakthrough in
the field of computer Go was made by the AlphaGo program. AlphaGo was the first program to beat a professional
player in Go. It was developed by the Google DeepMind in 2015 and described in the article [1]. The purpose of this
paper is to give the reader a clear understanding of how the AlphaGo algorithm works and what ideas it uses.
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KAK PABOTAET AJIB®ATI'O - IEPBASA IIPOI'PAMMA, HOBEXJIAIOIIASA
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Kapnayxos A.B. (Poccuiickas ®enepanus)

Kapnayxoe Apcenuii Buxmoposuu — cmydenm baxanagpuama,

kaghedpa NPUKIAOHOU MAMEMANUKU,
HaquHd/lebld Uccne006amenbCKull YHUsepcumem «Bvicuas wikona IKOHOMUKU, 2. Mockea

Annomayun: 6 oannoti cmamve ananusupyemcs uepa 1o, xkomopas 0oncoe 6pemsi CHUMANACH CAMOU CONCHOU U3
KAACCUHECKUX KOMNLIOMEPHBIX USD U3-30 OZPOMHO20 NPOCMPAHCIBA BO3MONCHBIX HOZUYUL, A MAKICE CLONCHOCMU UX
oyenxu. Ilpopvie 6 obracmu wxomnvlomepnoco 2o cogepwuna npoepamma AlphaGo. AlphaGo 6viia nepeoi
npozpammotl, obvlepasueil npogeccuonanbroeo uepoxa ¢ 2o. Ona ovina paspabomana Google DeepMind 6 2015 200y
u onucana ¢ cmamve [1]. Llenv smoti cmamvu — dame yumamenio yemkoe npedcmagienue 0 mom, Kak pabomaem
aneopumm AlphaGo u xaxue uoeu ou ucnonvsyem.

Knroueswie cnosa: AlphaGo, cemn, Go, x00, nozuyus.

I. About Go and convolutional neural networks
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Go is a complex deterministic board game, with complete information, requiring intuition, creativity, and strategic
thinking. Computer Go has long been considered a challenge for artificial intelligence.

Approaches that have shown excellent results in other board games have not yielded significant results here. This is
partly due to the difficulty of creating a position estimation function, partly due to the very

the depth and width of the tree of possible moves (if in the chess tree the width is =35, and the depth is =80, then in
Go the width is =250, and the depth is =150).
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Recently, deep convolutional neural networks have achieved unsurpassed results in areas such as: image
classification, face recognition, Atari-like games. Convex networks use multiple layers of neurons arranged in
overlapping tiles. This is done to create increasingly abstract, localized representations of an image. The authors use a
similar neural network architecture in the AlphaGo algorithm. The network takes a position on the board as a 19x19
image and uses convolutional layers to interpret the position. This approach has achieved unprecedented performance in
the task of estimating the position and predicting the professional's move.

II. Computer Go before AlphaGo
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1. Variations of tree search

One of the traditional methods is minimax tree search. It consists of modeling all hypothetical moves on the board
up to a certain point, and then using an evaluation function to select the move that leads to its maximization. The
process is repeated every move. While tree search was very effective in chess, it was much less effective in Go. This
happens because of the nature of the game. It is difficult to create an effective board evaluation function, and also
because there are numerous of reasonable moves that result in a large branching factor in the tree.

2. Playing according to preset patterns and rules

Beginners often learn from game recordings of old games played by experienced players. There are also many
books describing the basic principles of Go. Early works often included attempts to teach Al heuristics of human-style
Go knowledge.

Two ways were suggested: learn common stone configurations and positions, and concentrate on local battles.
However, as was seen later, this approach lacks both quality and quantity of knowledge.

3. Monte Carlo tree search (MCTS)
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One of the main alternatives to using manually coded patterns is to use Monte Carlo methods. The algorithm creates
a list of possible moves and for each move, thousands of games are randomly played on the resulting board. The move
leading to the best ratio of random game wins for the current player is declared the best. The advantage of this method
is that it requires very little subject matter knowledge or expert input, and the trade-off is increased memory and
processor requirements.

4. The use of machine learning

The level of knowledge-based systems is closely tied to the knowledge of their programmers and associated subject
matter experts. This limitation makes it difficult to create really strong Als. Another way is to use machine learning
techniques. In them, the only thing programmers need to program are rules and simple algorithms to evaluate how to
analyze the value of a position. During the learning process, the machine itself generates its own understanding of
patterns, heuristics, and game strategies.

III. How AlphaGo works

AlphaGo is the first computer program to defeat a professional Go player, the first to defeat the World Go
Champion, and arguably the strongest Go player in history. AlphaGo algorithm is based on a Monte Carlo method,
which additionally uses convolutional neural networks to optimize the tree width and depth.

1. Shrink the tree in width
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Idea:

Train a neural network that will predict the most likely moves of professional players by their position on the board.
Then at each moment of branching the tree, we can consider only the most likely moves, which greatly reduces the
width of the search.

Implementation:

Feature # of planes  Description

Player stone / opponent stone / empty

A constant plane filled with 1

Turns since How many turns since a move was played
Liberties Number of liberties (empty adjacent points)

Stone colour 3
1
8
8

Capture size 8 How many opponent stones would be captured
8
8
1
1
1
1

Ones

Self-atari size How many of own stones would be captured

Liberties after move Number of liberties after this move is played

Ladder capture Whether a move at this point is a successful ladder capture
Ladder escape Whether a move at this point is a successful ladder escape
Sensibleness Whether a move is legal and does not fill its own eyes
Zeros A constant plane filled with 0

30 million games of strong players (KGS 5+ dan) are taken for training. On this data we train a 12-layer
convolutional neural network, which the authors call SL-policy network. The input is a tensor of size 19x19x48. 19x19
is the size of the game board, 48 is the number of features after encoding them using One-Hot Encoding method:

The output is an array of size 19x19 - for each square the probability is predicted that the professional player goes
exactly there. It is trained using stochastic gradient descent, maximizing likelihood. The accuracy of the predictions of
this network is 57.0% (the prediction is chosen as the move with the highest probability). Interestingly, if we leave only
the "Stone color" trait, the accuracy will be 55.7%. As the authors note, even a small increase in accuracy greatly
affects the final strength of the game. The previous accuracy result in this area was 44.4%.

2. Reduce the tree in depth



Idea:

1. Train a neural network that will give the probability of winning this game based on the position given to it.

2. Let's train a very fast model, which will predict the most probable move of a pro.

Now, coming to a new node that we don't know anything about yet, we can quickly estimate the outcome of the
game from it using neural network 1, as well as playing the position to the end of the game using fast model 2.

Implementation:

The network architecture is similar to the SL-policy network (the same 12-layer convolutional neural network),
except that at the input it receives one more additional attribute - whether the player plays black, and the output is one
number - the probability of victory. In the article, this network is called the value network.

If to teach the value network on the same 30 million games as SL, the problem of overlearning appears (many
positions belong to a game with the same outcome and the network starts to learn to remember the game).

To solve this problem, the authors use the following strategy: the SL-policy network is copied and called RL-policy
network, then RL starts playing a game with a randomly chosen its previous version (the first game is played with
itself). At the end of the game weights of RL network are updated so that the network learns to win instead of predicting
a professional's move (the gradient sign depends on game result), the updated RL is added to the pool of its versions.
This approach results in a neural network that already wins the best Go programs 80% of the time.

Each game played between RL networks takes a random position and sends it to the training dataset for the value
network. So, this whole self-game process is only needed to collect data to train the value network.

2. A very fast model is trained, softmax linear regression, which the authors call fast rollout policy, on the same
30 million batches as SL. This network has a not very good accuracy of 24.2%, but it is 1500 times faster than SL. It
uses a lot of preset patterns as features:

Feature # of patterns  Description

Response I Whether move matches one or more response pattern features
Save atari 1 Move saves stone(s) from capture

Neighbour 8 Move is 8-connected to previous move

Nakade 8192 Move matches a nakade pattern at captured stone

Response pattern 32207 Move matches 12-point diamond pattern near previous move
Non-response pattern 69338 Move matches 3 x 3 pattern around move

As a bottom line, one can estimate a random position as follows: take the value network estimate with a weight of A,
and play that position to the end of the game using fast rollout policy, and take the bottom line with a weight of (1 - X).
3. General scheme of the described neural networks
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To summarize, we have:
- Fast rollout policy (on the picture Rollout policy) is a very fast model that predicts the professional's move in a
given position. It is used to play the position to the end of the game to find out the result.



- SL policy network - says on this position with what probability each

Possible move will be made by the professional player. It is needed for choosing the direction of descent in a tree.
- RL policy network - needed only to prepare training data for the value

network. It is obtained from the SL policy network by playing with itself.

- Value network - by position tells us what chances we have to win the game.

4. Tree search
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tree of positions is built, with the current one at the root. For each vertex the value Q is stored - the average of all the
results of parties that are reachable from that vertex - essentially how much the given position leads to victory. This tree
goes through many iterations of the following algorithm:

At each iteration, we go from the root and go down to where more Q + u(P). u(P) is a special additive that
encourages exploration of new paths in the tree. u(P) is the greater the probability of that move in the SL-policy
network prediction, and the smaller the more often we have walked through that node. When we reach a new leaf, it is
evaluated through the value network and fast rollout policy. The resulting score updates all nodes on the path from leaf
to root.

As a result, the best move is the node which was used most often (this is more stable than choosing the maximum by
Q.

5. Result

Algorithm iterations during tree search are run in parallel, on multiple graphics cards (176 GPUs in AlphaGo, which
played at the championship). As a result, we have a top-1 Go algorithm - AlphaGo which has beaten all top Go
programs with the score 494 out of 495 games, and has also beaten multiple European champion Fan Hui (professional
2 dan) with the score 5:0.

Conclusion

The authors have succeeded for the first time in developing a program for playing Go, AlphaGo, based on a
combination of deep neural networks and tree search, which plays at the level of the strongest human players. It was
also the first to develop effective move selection and position estimation functions in Go, based on deep neural
networks.

A further line of work was AlphaGo Master and AlphaGo Zero, which cemented the computer's breakthrough in the
game of Go by beating professional players (including top-1 Lee Sedol) 60-0.
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