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Abstract: artificial neural networks (ANNs) are currently undergoing their
second birth, which is primarily due to the increased computing power of
modern computers and the emergence of extra-large data sets for training,
present in global networks. Solutions in the field of data classification, image
segmentation, decision support, which are comparable in quality and often
exceed the results obtained from classical methods of image recognition, are
developed on the basis of the ANN.

The applied field of research is related to solving problems of segmentation,
classification and categorization of identification numbers of wagons that do not
have a template and standard, based on the use of convolution neural networks
(CNN). Recently, the research in this field has been actively conducted [1].

The work is devoted to the development of algorithms and architecture of a
convolution neural network (CNN) to solve the problems of segmentation,
classification and categorization of images of identification numbers of wagons.
Keywords: image recognition, neural network, ANN, CNN, OpenCV, pixel filtr,
Softmax function.

MAIIUMHHOE OBYYEHUE OBPABOTKHU M30BPAKEHUM TYTEM
MNOBBIIEHUS PASPEHIEHUS H30BPAKEHU HU3KOI'O
KAYECTBA
MyxamaaueBa K.b. (Pecny0iimka Y30ekucran)

Myxamaouesa Kubpué baxoouposna - couckamens, cmapuiuil npenooasameny,
Kagheopa unghopmayuoHHbIX U KOMMYHUKAYUOHHBIX MEXHOJI02U,
byxapcruu unorcenepno-mexmnonocuueckui uHCmumym,

2. byxapa, Pecnybauka Y36exucman

Annomayusn: uckyccmeenuvie HetiponHvlie cemu (MHC) 6 nacmoswee epems
nepexoosim 6 OCHOB8HOE HAaNpasileHue pazeumus, 4mo, 6 nepeyio ouepeob,
C6A3AHO  C  YBeNUYEHUeM  GbIYUCTUMENbHOU  MOWHOCMU — COBPEMEHHBIX
KOMNbIOMEPO8 U NOSGIEHUEM C8ePXOOIbUUX HADOPO8 OAHHLIX O/ 00VYeHUs,
npucymcemsyiowux 8 2nodanvrvlx cemsx. Ha 6aze UHC paszpabamwvisaromcest



peutenus 8 obnacmu Kiaccu@uxkayuu OAHHbIX, Ce2MeHmayuu u3oopaxiceHul,
NOO00EPIHCKU NPUHAMUSL peuleHUull, CONOCMAasumvie o Kauecmey U 3ai4acmyro
npesocxoosawue pe3yibmamol, NOAYYeHHble C NOMOUWBIO KIACCULECKUX MEeMOO08
pacnosHasanus 06paszos.

IIpuxnaonas obracms uccnedo8anull C65A3aHa ¢ peuleHuem 3a0ay cecmMeHmayuu,
Kaaccugurayuu u Kame2opuzayuu UOeHmMupuUKayuoHHbIX HOMEPO8 BA2OHO8, He
umerowux wadbiona u CmaHoapma, OCHOBAHHLIX HA UCHONb308AHUU CEGEPMOYHBIX
netiponnvix cemeti (CNN). B nocreonee spemsn uccieoosanus 6 amoii oonracmu
akmueno nposoosimes [1].

Paboma nocseawena paspabomre ancopummos u apxumexkmypvbl C8epmoyHOU
nevponnoti cemu (CNN) ons pewenus 3aoau ceemenmayuu, xiaccuguxayuu u
Kamezopuzayuu u300paxcenutl UOeHMu@pUKaAyUOHHbIX HOMEPOB 8A2OHOB.
Knrwouesvie cnoea. pacnosnasanue obpaszos, weviponnas cems, MHH, CNN,
OpenCV, guremp nuxcenei, ¢pynxyus Softmax.

Introduction .

The article is devoted to the description of the algorithm of construction and
artificial increase of the marked data set on images in the conditions of small
samples. The algorithm, by applying artificial geometric transformations to the
initial objects, provides creation of new training examples, which, in the
conditions of small samples, allows to better train the neural network and reduce
retraining. The following methods of artificial data set magnification were used
in the work: brightness enhancement of green colour, application of Gaussian
blur filter, averaging of image pixels with the help of normalized pixel filter,
Image rotation relative to its center with different angles of rotation, image
cropping and halving of dimensions, resizing of the central part of the image to
680*200 pixels according to CNN requirements using cubic interpolation.
Algorithm of image data set construction and artificial enlargement was
implemented by means of Python programming language with the use of
NumPy, SciPy, etc. libraries.

The second stage describes the development of a new CNN architecture for
accurate classification of the marked data set on three-channel color images of
ultra-high spatial resolution in small samples. The overall architecture of the
CNN consists of six convolution blocks (each includes one convolution layer).
The first and third bundle blocks include pooling layers (a function to reduce the
dimensional space of feature maps) with a maximum function. At the end of the
CNN are two fully connected layers and one output layer. The last four bundle
blocks use the ReLU activation function (1) and the output layer uses the
Softmax activation function (2):

f (x) = max(0, x), (1)
z = wlx -0, (2)

where x is a vector-column of features of an object of Mx1 dimension, o'-

where K is the number of object classes, and M is the number of object features.



To control the retraining of the network, it was decided to use the method of
regularization for the artificial neural network Dropout, with the help of which
the reduction of the model complexity was achieved, while keeping the number
of its parameters at a low level. The optimal value of the regularization factor
was also selected. Based on the results of the numerical experiments, it was
determined that the optimal values are 0.25 after the second, fourth and fifth
layers, and 0.5 before the output layer. As a target function, which should be
minimized during training of the neural network, was chosen categorical cross-
entropic loss between input data and the actual classification of images. This
function is well suited for calculating the probability of the original image
belonging to a certain category [2-3]. To date, a fairly large number of
optimization algorithms have been proposed for the calculation of gradient
descent in neural networks. The proposed model used ADAM optimization
(adaptive moment estimation), since it is the most suitable optimizer for the
problem under consideration, in particular, due to the possibility of initial
calibration of an artificial neural network.

The structure of the new CNN can be formally presented in the following
form:

- The input image takes into account the two-dimensional topology and
consists of several matrices, where each matrix corresponds to an image of a
specific color channel: red, blue and green. The input information of each
specific pixel value is normalized in the range from 0 to 1 by the formula (3):

. __ p—min
f (p, min,max) = — (3)

where f is the normalization function, p is the value of a specific pixel from 0
to 255, min is the minimum pixel value - 0, max is the maximum pixel value -
255 [4].

During CNN training, the values of each convolution layer matrix are equal to
0, and the kernel weights are set randomly in the range from -0.5 to 0.5. The
kernel passes through the previous matrix pixel by pixel and performs the
convolution operation by the following formula (4):

(f*.g)[m;n] :Zk,]f[m_kin_l]*g[kll]i (4)

where f is the initial image sensor, g is the convolution core, m is the width of
the initial image sensor, n is the height of the initial image sensor, k is the width
of the core, | is the height of the core.

Depending on the method of processing the edges of the initial image matrix
at the convolution stage, the result may be smaller than the initial matrix, of the
same size or larger than the formula (5):

xt = f(xt * kP + bYH (5)

where X' - layer output I, f () - activation function, b - layer shift coefficient I,
* - input x convolution operation with k kernel.

Thus, as a result of edge effects, the original output matrix is reduced and has
the following form (6):



X = f(Zixd Tk + ), (6)
where x!~! - feature map j (output of layer 1), k}— kernel of convolution j of

the map, layer | .- The sub-sample layer of the developed CNN can be described
by the following formula (7):
x! = f(a' * subsample (x'"1) + b'), (7)

where a', b' - layer shift coefficient I, subsample() - operation of sampling
local maximum values.

The last type of CNN layer is a full-connected layer or an ordinary multilayer
perseptron. The purpose of the layer is classification, where a complex nonlinear
function is modeled, and the optimization of which improves the recognition
quality (8):

X} = f(zile_lwil,]_'l + bjl_lr (8)

where wj”]‘-l - layer | weighting matrix.

The next step is a new method of control sampling formation on three-channel
color images of ultra-high spatial resolution in order to accelerate the process of
preparation of the data set under test. The structure of the proposed method
includes a set of consecutive elements:

Conversion of a three-channel color image into a color palette of gray shades
[5];

Blurring of the image in grayscale using a high-frequency Gaussian filter to
reduce noise in images with the following function parameters: core size 11*11
pixels with a standard deviation of 0;

Create a binary image (black-and-white) from blurred images in grayscale by
applying the threshold function with an optimal threshold of 100 pixels
brightness of the input image;

Structuring the outlines of image elements by applying two consecutive
functions (erosion and expansion) with multiple iterations for binary images to
distinguish the outlines of individual characters and minimize the effect of their
fusion in a single object;

Detection of image segments, which was implemented using the Green
formula-based contour area calculation function.

S= ], dxdy=%gﬁcxdy—ydx 9)

where S is the area of area R bounded by contour C. Symbol - ¢ indicates that
the contour of the potential object is closed, and bypassing the integration along
this contour is done in a counterclockwise direction. The object size for the
function has been set in the range from 150*50 to 680*200 pixels according to
the original image sizes of the training sample.

The use of the proposed method of control sampling allows to prepare the
tested data set for a relatively short time than in analogues in a mode close to
automatic. In this case, a significant acceleration of the process of preparing a
test data set is achieved. Specific time characteristics vary depending on the



input image size and computer configuration. Under the conditions of the
experiments, it took on average about 5 minutes to form a control sample. The
method of control sampling formation was implemented by means of Python
programming language using OpenCV, Pillow, etc. libraries.

The next stage was a modified algorithm of image segmentation in small
samples based on ResNet50 and ResNet101 CNN for building a mask of object
regions. The algorithm was modified by using an artificially increased data set
and fine-tuning the algorithm to solve the task at hand. A two-step approach has
been implemented in this CNN. At the first stage, the input image is scanned and
proposals (areas that may contain an object) are generated. At the second stage,
the proposal is classified and bounding frames and masks are formed.

The R-CNN mask consists of the following structural components:

The base is the ResNet101 standard CNN, which detects low-level objects
(edges and corners) on its earlier layers and detects higher-level elements (tree,
man, building) on its later layers. Passing through the neural network, the image
is transformed from a 1920x1080px x3 (RGB) matrix into a 32x32x2048 map of
objects. This feature map becomes an input for the following network levels. To
improve the quality of object extraction by the network, the Feature Pyramid
Network method was used, which takes high level CNN elements detected and
transmits them to the lower layers. This allows functions at each level to access
both lower and higher level functions [6-8].

2. A CNN that scans the image in a sliding window mode and finds areas
containing objects. As a result, the network generates: an anchor class
(foreground and background, where the first one implies the presence of a
classified object) and a limiting frame with delta estimation (percentage relative
to coordinate, width, and height accuracy) to specify the anchor field for better
correspondence to the object [7-8].

3. Classifier and restriction window regressor. This component generates
two outputs for each object: object class and bounding frame. This frame is
necessary for further specification of the object location and size [7].

Since classifiers do not always handle object size determination, they usually
require objects of a fixed size. For this purpose, an additional subsample layer
(sub-sampling) was used, which allows to crop a part of the object map to a
fixed size.

4.  Segment masks are CNNs that generate masks of objects selected by the
classifier from the previous step. Generated masks have low resolution: 28x28
pixels. During training, reduced object masks of up to 28x28 pixels are used to
calculate losses, and during output, the predicted masks are increased to the size
of the limiting object frame, which is the final mask, one per object [7].

The next step is a description of the efficiency evaluation metrics of the
developed CNN architecture, with such calculated characteristics as: Accuracy
(10), Precision (11), Completeness (Recall) (12) and F_score (13):

TP+TN
(10)
TP+TN+FN+FP

Accuracy =



where the number of true positive predictions (True Positive, TP), true
negative predictions (True Negative, TN), false positive predictions (False
Positive, FP) and false negative predictions (False Negative, FN),

e (@D
(12)

TP
TP+FN I
PrecisionxReca
F _score = 2x—— (13)
Precision+Recall

Precision =

Recall =

Results

Experimental application of developed CNN architecture.

After preparation of a test data set for independent testing of the new CNN
architecture, the main parameters of the evaluation metrics of the developed
CNN architecture were calculated using various data sets of ultra-high spatial
resolution images. The calculations revealed that the use of artificial increase in
the test data set for CNN training resulted in a 14.5%, 20.4%, and 34.3%
Improvement in the proportion of correct responses (accuracy), accuracy
(precision), and F-meter (F_score), respectively.
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