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Abstract: Data Center authority distribution and cyber-defense measures development was analyzed. It was
shown that paradigm of openness and information sharing as a cultural norm significantly enlarges number
data loss vectors. Analysis demonstrated that on physical level main trend of irresponsible information sharing
is exponential growth of the information recording density which was caused by reduction in data storage price.
It led to network channel capacity growth and decentralization of information systems in order to organize
effective communication infrastructure. It was proposed to divide data loss vectors into groups of people-based
vulnerabilities, process-based vulnerabilities and technology-based vulnerabilities. Data loss prevention
strategies should be based on data classification methodology. In this work there were used two classification
schemes: one of them divides confidential data into categories of customer data, employees’ data, transaction
data, corporate data. Other one analyzes data loss threat in concordance to the states in the data lifecycle as
data at rest, data in motion and data in use. It was mentioned that use of Data Center services significantly
increases efficiency of IT infrastructure and data loss prevention strategy implies that for stored confidential
data has to be used virtual server that provides a guaranteed part of the Data Center server resources. It was
considered that data loss prevention strategy includes stages of data governance, data loss prevention
management and information security support. After development of Data Center infrastructure authority
distribution, security policies and cyber-defense measures cyber-attack probability could be calculated as sum of
bandwidth exhaustion, filtering depletion and memory depletion probabilities.
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AHHOmMauuA: NPOAHATUUPOBAHO PACHpeOeieHIe NOTHOMOYUN OJisl YeHmpa 0Opabomku OaHHbIX U pazpabomKa
Mep no obecneuenuio e2o kubepbezonachocmu. bwuio nokazamno, wmo napaduema omkpvimocmu u 0OMeHd
unpopmayueli Kax KyibmypHOU HOPMbL 3HAYUMENbHO YECIUUUBAen 8ePOSIMHOCIb NOmepu OAHHbIX. AHau3
noKA3an, 4mo Ha QUIUYECKOM YPOGHE OCHOBHOU meHOeHyuell OeCKOHmMPONbHO20 00MeHa uHpopmayuel
ABIeMCsL IKCNOHEHYUALbHBLI POCH NIOMHOCIU 3ANUCU UHDOPpMAYUL, KOMOPbLIL ObLI Gbl36AH CHUIICEHUEM YeH
Ha Hocumenu ungopmayuu. Imo, 8 c8010 0uepedsb, Bbl36AL0 POCT NPONYCKHOU CHOCOOHOCMU CEMeablX KAHAN08
U OeyeHmpaiu3ayuro UHQOPMAYUOHHLIX cucmem O OpeaHu3ayuu 3QoeKmusHol KOMMYHUKAYUOHHOU
ungpacmpyxkmypbi. Bulio npednodiceno pazoeiums 6eKmopvl nomepu OaHHbIX HA MAKue pynnvl Ysi3euMocmel,



KaK «NepcoHany, «npoyeccoly u «mexrorocuuy. Cmpamezuu npe0omspaweHuss nomepb OAHHbIX OONNHCHbL
OCHOBbIBAMbCA HA Memoooao2uy Kiaccugurkayuu Oauuwvlx. B smou pabome ucnonvzosanuce 0ge cxemvl
Kraccuurayuu: 0OHA U3 HUX SPYRNUpyem KOH@UOeHYudalbHble OGHHble HA Kame2opuu OAHHLIX KIUEeHMOS,
OauHble COMPYOHUKOB, OAHHbIE MPAH3AKYUL U KOPNOpamueHvle Oanuvle. [pyeas anaiusupyem yeposy nomepu
OAHHBIX 6 COOMBEMCMEUU C COCMOSAHUAMU HCUSHEHHO20 YUKIA OAHHBIX: OAHHble HA XPAHEHUl, OaHHbvle 8
O8UdCEHUU U UCNOTb3YeMble OaHHvle. Bvino ommeueno, umo ucnomvzoganue ycayve LOJ snauumenvho
nogviuiaem sppexmusnocmv  UT-ungppacmpykmypuvl, a cmpamesuss npeoOmMEpaweHuss nomepu OAHHbIX
npeononazaem, Ymo OAsl COXPAHEHHBIX KOHPUOCHYUATLHBIX OAHHBIX OONHCEH UCNONb306AMbCA SUPINYATbHBIIL
cepeep, KOmopbiil obecneuugaem 2apaHmMupOSAHHYIO 4ACMb Pecypcos8 cepeepa yeHmpa oOpabomxi OaHHBIX.
Buvino ykazano, umo cmpamezus npedomspawenus nomepu OAHHbIX 6KII0YAem cledyiowue Smansvl. ynpagienue
OGHHBIMU, NPEOOMEPaujeHuemM nomepu OAHHLIX U NO00epicKa uHGopmayuonnou 6besonacnocmu. Ilocne
paszpabomku  pacnpedenenuss noaHomouuti ungpacmpykmypor  LJOJ, nonumuxu 6e3onacHocmu U mep
Kubepbe3onacHoCmu  8eposAmHOCMb  YCHEWHOU  Kubep-amaxku modcem Oblmb  paccuumana Kaxk Ccymmd
8epOSIMHOCIMeEl UCYEPNAHUsL NPONYCKHOU CNOCOOHOCMU KAHANA, QUIbmpa i RAMAMuY 6C1e0Cmaue amaxu.
Kntouesvte cnosa: yenmp o6pabomku OauHblX, pacnpedeneHue NOTHOMOYUL, BeKMOpbl Nomepu OAHHbIX,
NPONYCKHASL CNOCOOHOCMb KAHAAA, KUOEP-amaka, nponycKHas ChOCOOHOCMb KaHad.

1. Introduction

Confidential data is one of organization’s most valuable resources so its protection is a task of great
importance. In order to accomplish this task, a number of data loss prevention (DLP) methods which combine
strategic and operational measures were implemented. First stage of DLP control development is analysis of
sensitive data types, storing methods and transfer protocols. Technological development has caused data
volumes and communication channels rapid growth which significantly increased risk of unauthorized parties
gain access to confidential data. The current trends of global networks development show growth of the
capabilities and connectivity of users, and, thereby, IT risk spectrum will widen.

Ensuring effective Data Center protection is a complex task which includes analysis of the reasons that affect
the efficiency of the Data Center work, construction of a mathematical model for the emergence of cyber-threats,
as a stochastic process; Data Center management network, load balancing for servers; organization of protection
of vulnerable network nodes from cyber-attacks; providing real-time protection system operation; proactive
protection of information sources outside the perimeter; development of a strategy for preventing internal
information losses; automation of means of protection and proper training of personnel; integration of
monitoring systems and cyber-security of Data Center infrastructure. It is important to note that modern Data
Centers infrastructure must be scalable and flexible, they combine physical and virtual resources, so security
systems must be dynamically scaled and provide permanent protection. Organizing of the internal network
should include development of automatic application of the security policies in order to be used in new systems,
so that their deployment time could be significantly reduced without losing the efficiency of the protection
systems.

2. Data loss vectors

Exponential growth of the density of information recording (Fig. 1a) caused by reduction in price of data
storage led to necessity network channel capacity growth (Fig. 1b) and decentralization of information systems
in order to organize effective communication by sharing of colossal volumes of data [1, 2].
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Fig. 1. Tendency of exponential growth of data storage (a) and network channel capacity (b)



New paradigm of Open World was born and for most recent generation has grown up with openness and
information sharing as a cultural norm (Fig. 2). It was noticed that employees of Data Centers do not always
understand that information has value in the real world and its sharing is not always legitimate process. There are
a lot data loss vectors and it’s often hard to predict how sensitive information could leave an organization [3].
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Fig. 2. Trends of Open Worlds Paradigm which increase cyber-threat risks

Additionally regulatory risks for Data Centers and cloud services are also tend to increase. Amount and
impact of incidents has resulted in growth of attention from regulators. Data protection requirements are
becoming stricter and penalties tend to rise. Thereby reduction of data loss risks will not only prevent of
sensitive data and intellectual property loss but also will significantly reduce regulatory risks.

Data loss vectors are usually forms further groups [3, 4]:

e people-based vulnerabilities;

e process-based vulnerabilities;

o technology-based vulnerabilities.

People-based vulnerabilities group should be starting point of data loss prevention analysis which has to
include:

o Data Center employees’ awareness analysis;

¢ Data Center employees’ responsibility;

o Data Center accountability policies analysis.

People-based vulnerabilities are mostly based on lack of Data Center users and personal authority
distribution. They naturally lead to further process-based vulnerabilities:

o lack of data use policies;

e insecure data transmission procedures;

e insufficient data usage monitoring.

Being ignored process-based vulnerabilities and people-based vulnerabilities become systematical one.
Thereby they form group of technology-based vulnerabilities:

o lack of flexibility in Data Center remote connectivity;

e lack of content-aware data loss prevention (DLP) tools;

e no secure communication platforms.

Figure 3 shows links between groups and subgroups of data loss vectors that were mentioned above.
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Fig. 3. Data loss vectors groups correlation diagram

It was shown that Data Canters’ employees often do not feel accountable for the protection of sensitive data.
Training programs should be focused appropriate use of network technologies and security tools. Each
employee’s personal responsibility for data protection policies and appropriable penalties should be clearly
defined. As for process-based vulnerabilities data classification and data use policies have to be clearly
articulated. It includes protocols of sending sensitive data to third party, sharing of data storage and sensitive
data protection controls. Ongoing DLP monitoring program, policy violations identification, policy
communications organizing and awareness programs implementation effectively prevent. It’s also important to
provide flexible remote access tools of Data Center infrastructure to prevent alternative unmonitored
communication channels.

3. Data losses classifications

Data Center DLP-strategies are usually based on data classification methodology. Sensitive and confidential
data could be divided into further categories (Fig. 4):

e customer data;

e employees data;

e transaction data;

e corporate data.

Customer data losses are associated with inappropriate access of the Data Center employees to the shared
storage with sensitive data. Untrained and irresponsible staff member often use insecure data export procedures
and copy it on private data storage. Employees personal data losses are also could be associated with staff
unawareness but they are often caused due to exploitation of Data Center environment weaknesses. A database
administrator is able to use reverse engineering procedure which is could be easily sanitized by referencing
hidden tables.
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Fig. 4. Sensitive and confidential data categories

Transaction data losses are usually caused by its reconstruction by developers who knows Data Center access
policies and restrictions. In other hand corporate data losses are associated with unsupervised front office work
which provides data and screenshots of internal systems to fraudsters, employee discontent and employee insider

trading of important data to an external analyst.
It is also important to analyze data loss threat classification related to the states in the data lifecycle (Fig. 5):
o data at rest;
e data in motion;

e data in use.
Data at rest should be stored within Data Center infrastructure which includes servers, databases, open access

storage, intranet sites, workstations, portable computers HDD and backup storage, and removable media. Data at
rest can also be stored externally at cloud storage. Data in motion is data that is in transit through global
networks. Data in use is data with open access for employees which includes data in temporary memory, open

reports on workstations, email data and data being transferred between documents [3, 5].

Frt
;‘dk-i‘ ‘e DataCenter
‘ ¥ & workstations

) -
o]
Firewall
s} )] DATAIN MOTION |
L~ [\ DATAIN REST |

Data Center
servers

} BEE -
‘ Global network Cloud storage

Fig. 5. Data categories classification based on data lifecycle




The use of Data Center services significantly increases efficiency of IT infrastructure. DLP-strategy implies
that for stored data after clarifying the requirements for storage configuration should be used virtual server that
provides a guaranteed part of the Data Center server resources. For data used and data in motion, a colocation
service is provided, which includes application and monitoring a client’s server. This allows to save on the
organization of the communication channel from the provider to the client, so collocation is used for servers
intended to support web sites and other global network services that are characterized by a large volume of
traffic where has to be used equipment that requires secure access from many points (VPN hubs, IP telephony
gateways, etc.). The most effective and flexible solution in this case is the use of dedicated area, i.e., the
allocation of a part of the technological area of the Data Center for clients with internal security standards, which
can be considered as the creation by the customer of its own virtual Data Center structure based on the original
Data Center hardware and software resources.

3. Data losses prevention strategy

The DLP strategy model includes the following phases (Fig. 6):

e data governance;

e DLP management;

e information security support.

The data governance phase consists of developing standards and data center policies, identification models,
risk assessments, classification development, architecture’s design and quality assessment methodology. DLP
controls should be chosen in accordance with functional areas. Information security support includes access
management, event management, configuration management, incident response, physical security, awareness
training programs, asset management, data privacy management, employees’ screening, system development
lifecycle (SDLC), processing continuity, disaster recovery system and compliance management [3, 5, 6].

@{ Data governance } J

M standards H identification H classification H risks and quality evaluation

U
@- DLP controls

‘ unstructured data ‘ —‘ structured data ‘

} datain use H data in motion H data at rest *

I I

EH Information security support }

‘ access management ‘ ‘ event management H configuration management ‘

‘incident response ‘ ‘ physical security ‘ ‘ awareness training programs ‘
‘asset management‘ ‘ data privacy ‘ ‘ employees’ screening ‘ ‘ SDLC ‘
‘ processing continuity ‘ ‘ disaster recovery ‘ ‘compliance management‘

Fig. 6. Basic model of the DLP-strategy for Data Center

After defining the types of data to be protected, it is necessary to analyze the place that this information takes
in the IT infrastructure of the organization, dividing the data into blocks to be stored in structured repositories
and ones to be stored in unstructured repositories which should be shared with end-users on network resources
and workstations.

The last phase is analysis in the terms of probability of cyber-attack (CA) which includes analysis of DDoS
attack aftermath, filtering properties of DLP-system, bandwidth and memory depletion. It should be mentioned
that incoming CA traffic can be blocked in case of insufficient bandwidth and data left after filtering can be also

blocked in case of insufficient place in buffer memory. For bandwidth exhaustion probability of Pg, probability
of regular traffic filtering of Pr and memory depletion probability of P,y it can be calculated probability of
successful CA P, as sum of bandwidth exhaustion, filtering depletion and memory depletion probabilities [3, 7]:



P=31-Q1-Ps) (1-P)-(1-Py) (O

For estimating bandwidth exhaustion probability can be used stochastic model which includes analysis of
open channels number, normal traffic, channel bandwidth, average query size of CA and average query size of
legitimate users.

4. Conclusions

Paradigm of Open World significantly enlarges number data loss vectors. Data loss vectors could be divided
into groups of people-based vulnerabilities, process-based vulnerabilities and technology-based vulnerabilities.
Data loss prevention strategies should be based on data classification methodology which include schemes of
data categories and data lifecycle. Data Center services significantly increases efficiency of IT infrastructure and
data loss prevention strategy implies that for stored confidential data has to be used virtual server that provides a
guaranteed part of the Data Center server resources. DLP-strategy has to include stages of data governance,
DLP-management and information security support. After development of Data Center infrastructure authority
distribution, security policies and cyber-defense measures cyber-attack probability could be easily calculated as a
sum of bandwidth exhaustion, filtering depletion and memory depletion probabilities.
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