Settings firewalls to implement special filtering mode
Gulomov Sh.%, Nuriddinova M.2, Nuruddinova A.2 (Republic of Uzbekistan)
Hactpoiika MexceTeBbIX IKPAHOB /IS PeAJIN3alMU PeKuMa crenuaibHoil GuiabTpanumn
I'yiaomos I1I. | Hypuaaunosa M. 111.7, Hypyanunosa A. r.t
(Pecrmy0s1iuka Y30exkucran)

'ynomos Llep3od Pasicaboesuy / Gulomov Sherzod - accucmenm,
Kageopa ungopmayuorHol be3onacHocmu,
2Hypuoounosa Moxuna6ony Ilaxo6uooun kusu / Nuriddinova Mokhinabonu — cmydenm,
Hanpaegienue: UHPoOpMayuonHas 6e30nacHOCmb,
Tawkenmckuil yHugepcumem uHGOpMayUoOHHbIX MeXHONOUIL,
 Hypyoounosa Aouba I'azuesna | Nuruddinova Adiba - kanoudam skonomuueckux nayk, doyenm,
Kageopa SKOHOMUKYU MPYOA U YRPABIEHU,
Poccuiickuii skonomuueckuii ynusepcumem um. I'. B. Ilnexanosa,
(Tawkenmckuu gpunuan), 2. Tawxenm, Pecnybnuxa Y3oexucman

Abstract: this article describes the structure of the packet Ethernet, which determine the type of protocols and
standards of the network traffics. Developed a method for calculating the invariant characteristics of traffics for
a special filtering mode with two physical interfaces and parametric conditions of implement the special filtering
mode through virtual connections. Offered a model of a virtual TCP connection to the physical network,
allowing ensure H (exponent Hurst) to input and output Firewall and performing the estimate of the accuracy of
a special filtering for defining the intensity of the packet and performance of Firewall and also analyzed
conditions of implementation of the Firewalls in special filtering mode.

Annomauusn: ¢ dannoii cmamve paccmompena cmpykmypa naxema Ethernet, onpedensiowuii mun npomoxona u
cmanoapma cemeso2o mpagura. Paspaboman cnocob pacuema unsapuanmuoil xapaxmepucmuxku mpagpuxa
OJIsL pedcumMa CneyuaibHol Quibmpayuu ¢ 08yMs u3UYeCKUMU uHmepgheticamu u napamempuyecKue yciosus
Peanuzayuy  pexcuma CneyudaibHol Quibmpayuu uepes supmyaivhvlie coeounenus. Ilpeonoscena moodenn
sUpmMyailbHO20 TCP coeounenus na ¢M3MV€CK)}IO cemv, nNo360JIAIOUWAA obecneyums  HeusMeHHOCb
H (no;<a3ameflb Xapcma) Ha 6x00€e U 8bIX00e MeHCCemeso20 IKparHa u cnocob OYEHKU MmO4YHOCmMU 8blNOJIHEHUA
pearcuma cneuuaﬂbﬂoﬁ cj)uﬂbmpauuu npu onpe()eﬂeHuﬂ UHMEHCUBHoOCmu naxkema u np0u360()um€]le0Cl’)’lb
meodnccemesoco IKpAaHa, a maxokce npoanaiusupoedanvl YCioBusl peaiuzayul Medxccemesovlx 3Kpanoe 6 pescume
cneyuanvHou urbmpayuu.
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Introduction.

For any business, both small and large, Firewalls something more than a means of network security. At the
same time making a decision about their installation may result in unpredictable duration network downtime
during the configuration of hardware and software and result in additional costs for labor specialists. If the client
wants to receive not only the traditional firewall features, but also guarantee the security of their system traffic or
other applications for the realization of such a project would require additional investment. In addition, these
requirements greatly complicate the system configuration.

In carrying packet traffic filtering factor limiting the efficiency of Firewalls is the efficiency of packet
processing system, operating in accordance with the filtering rules. For evaluate efficiency of the network is
usually used parameter bit/s. Under processing in Firewall of packet traffic this parameter is not applicable. For
example, a network device that handles 2000 byte packets at a speed of 100 Mbit/s can be handled packet size of
100 bytes at a speed of 12 Mbit/s. If the first case has to handle approximately 10000 packets/s, in the second
case the traffic consist of about 40000 packets/s that is four times larger [1]. Therefore, the description of the
intensity of the input and output flow, necessary use the integral characteristic efficiency of Firewall, measured
as the number of packets per unit time calculated for fixed-size packets.

The structure of the Ethernet packet.

Computer network is sending user data between workstations and servers. All messages sent through the
network, broken into fragments of standard length. The structure and sizes of packet is determined by the type
and standard protocol network.

Standard 802.3 defines eight header fields:

Preamble field consists of seven bytes of sync data. Each byte contains the same bit sequence - 10101010.



Under Manchester coding, this combination appears in the physical environment periodic wave signal. The
preamble is used to give the time and opportunity scheme transceiver to come to the stable synchronism with the
receiving clock signal [2].

1. Initial delimiter of frame make up from a single byte with a set of bits 10101011. The appearance of this
combination is an indication for the next frame reception.

2. Address the receiver - maybe length a 2 or 6 bytes (MAC-address of the recipient). The first bit of the
destination address - it's a sign is the address of the individual or group, if 0 this address points to a specific
station, if 1 this group address several of the network stations. Under broadcast address all the bits of the address
field set to 1. There is a common use of 6-byte addresses.

3. Source address - 2 or 6-byte field containing the station address of the sender. The first bit - always has
a value of 0.

4. Double-byte length field defines the length of the data field in the frame.

5. The data field may contain from 0 to 1500 bytes. But if the length of the field is less than 46 bytes, use
the following field - a field of filling to complete the frame to the minimum allowed length.

6. Field filling consists of the number of bytes of such fillers which provides a certain minimum length of
the data field (46 bytes). This ensures the correct operation of the mechanism of collision detection. If the length
of the data field is sufficient, that field of filling in the frame does not appear.

7. The checksum field - 4 bytes containing the value that is calculated by a certain algorithm. After
receiving the frame workstation performs own calculation checksum for this frame, compares the obtained value
with the value of the checksum field and thus, detects corrupted or not the received frame.
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Fig. 1. Algorithm for determining the format of Ethernet frame

The way of calculation of the invariant characteristics for a special filtering mode.
Setting the Firewall in a special filtering mode can be represented as a buffer (see Figure 2). In Figure 2 the

following notation: M —the checksum intensity of the processing of all TCP connections (packet/s),
p =AM — dtilization, q— buffer size (number of packets), C —number of TCP connections, the time

existence of which allows us to estimate parameters H : H, H,, and H_, — the exponent Hurst at the input
and output Firewall for allowed TCP connections, A, — intensity of input flow for the i —th allowed TCP

connections, ; — buffer size allocated for the i—th TCP connection and m, — intensity of the i —th TCP
connection [3-4].
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Fig. 2. Architecture Firewall with two physical interfaces: a - general flow, b - a single TCP connection

Parametric conditions special filtering mode.

Under considering data communication in the transport layer of model OSI, the interaction between the
source and the receiver data realizes via virtual connection [5]. Although the physical network through which the
interaction may consist of a plurality of intermediate nodes: routers, switches, et al. equipment, also and Firewall
and have a certain value of the Hurst exponent H (see Figure 3). From the experimental data it is known that
the value for global network the value H aggregate flow is in the range 0.6 + 0.8.



Cira\A/

$ _ Internal
¢ Special filtering mode netwiark

Table of filtering

H, ARP| [P ] [1PX Y
v
[Source |_| VLAN |_ [ Applied protocols | VLAN || Receiver
g

Table of session |

_____________________

TCP- l
—

Buffer size

Fig. 3. Displaying model of virtual connection to a physical network

If setting Firewall filtering rules allow packets from the source to the receiver, then this virtual connection
will be characterized by some exponent Hurst H . Special filtering mode will provide consistent H in input
and output Firewall for this model of virtual connection.

Procedures and conditions for implementation of a special filtering mode

Under processing the input fractal process network device by coefficient utilization P and use the Hurst

exponent H there is a level buffer size  which [5] does not happen to be dropping packets and the exponent

Hurst H on the input and output Firewall remains unchanged. In queuing system, taking into account the fractal
properties of network processes, there are increased demands to the buffer, therefore to calculate its size using
the ratio, obtained with the diffusion approximation of the input stream applications. This relationship is as
follows:

1/2(1-H)

__ P
B (1_ p)H/(l—H) !
where ( — buffer size, p —utilization, H —exponent Hurst.

Given that traffic handled by the Firewall, is a set of packets from a variety of transport connection, the
above method of calculating the buffer size offers to apply for individual transport connections, allowed to pass

through the Firewall. When H is large (based on research findings H is in the range 0.6-0.8) increase in the
coefficient P requires a much larger capacity buffer.

Estimation of accuracy for performing the special filtering mode
For the permissible values of the parameters Firewall M, and (; need from the expression (1) to obtain

q @)

depending exponent Hurst H for different values A; —intensity, , — buffer sizes and m, — performance.

By plotting the exponent Hurst H at different A;,q; and m, defined ranges of values of m and g for
I —th allowed TCP connections [6]. In particular, for the case of network interfaces Firewall 100 Mbit/s, the
special filtering mode will be provided at Q; =50-200 packets and M, =4200-9400 packets/sec, which

corresponds to the performance 7.8-15.3 Mbit/s.
Figure 6 is presented selection of parameters Firewall with considering the proposed model.
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Fig. 6. Firewall with proposed model

Conditions implementation the special filtering mode

The packets are transmitted to the network card and stored in the buffer. When the buffer is filled, the card
generates an interrupt and the network card driver copies the data from the buffer card (mbufs) in core memory.
Once a packet is transmitted to the mbuf, the execution of all further operations carried out with the packets does
not depend on its size, as analyzed only its title. If packet missed necessary, then packet will be sent the network
card driver, which will extract it from the mbuf and pass the line. Most of these operations have a relatively high
cost per one packet, but a very low cost on the basis of packet size. Therefore, the processing of a large packet is
only slightly more expensive than processing a small packet.

Some limitations imposed by hardware tools. For example, machine grade x86-64 not treated with more than
15000 interrupts per second, regardless of the processor speed, which is caused by the limitations architecture.
Some network adapter generates one interrupt for each packet. Consequently, the unit will drop packets when
their amount exceeds about 15000 packets per second. Other maps, for example, more expensive gigabit have
large internal buffer, which allows them to connect multiple packets in a single interrupt. Therefore, the selection
of hardware tools may impose some limitations on performance [7].

In the Ethernet environment, the maximum transmission block size that can be transmitted or received
adapter is 1538 bytes, which comprises:

—  start of frame 8 bytes;

—  Ethernet header 14 bytes;

—  data up to 1500 bytes;

—  checksum 4 bytes;

—  packet interval 12 bytes.

The controller is able to send and receive Ethernet frames:

—  for 1 Ghit/s - every 12.3 microseconds or about 81,000 frames per second (1,000,000,000 / 1538/8 ~
81000);

—  for 100 Mbit/s - every 123 microseconds or about 8100 frames per second (100,000,000 / 1538/8 ~
8100).

During normal operation not all network packets have a full size, because their actual number may be much
greater importance. Packet processing for such speed requires considerable efficiency, therefore from
performance the physical layer performance depends not only the speed of the transmission network, but also the
state of the whole system [8]. The work of the network interface can be divided into two stages-this
transmit/receive packets and place them in the buffers. Both of these processes are interrelated - before the
packet is sent to the network, first it is placed in the buffer of the network card, in the case receive of packet from
the network, contrariwise. Driver allocates buffers in physical memory, where the network card stores newly
packets. To determine the size of the allocated memory is used, as a rule, two parameters - the number of buffers
(one buffer - one packet), which are defined in the configuration of the network card, and the maximum
transmission segment (Maximum Transfer Unit MTU). The last parameter is used driver to determine, the
amount of memory which necessary pick out under one bufer. If the MTU is not used, it may happen that the
allocated buffer is less than that received packet, or is greater than the allocated memory. For example, some
network adapters for MTU 1500 allocate 2048 bytes. It is getting, if set the number of buffers in 5000 for
incoming packets, the driver will allocate about 10 MB of memory.

Conclusions

In conclusion, might highlight that the exponent Hurst H is an invariant characteristic to the scale of
measurement, so his continued input and output of Firewall will be condition a special filtering mode. The
developed model of the virtual TCP connection allows the identification of traffic parameters and influence to
process of the fractal characteristics. Ranges of values are received under analysis of dependence of the exponent

Hurst H, as a function of performance for different values of the buffer size and intensity.
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